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#### Abstract

Normal mode analysis (NMA) was introduced in 1930s as a framework to understand the structure of the observed vibration-rotation spectrum of several small molecules. During the past three decades NMA has also become a popular alternative to figuring out the large-scale motion of proteins and other macromolecules. However, the "standard" NMA is based on approximations, which sometimes are unphysical. Especially problematic is the assumption that atoms move only "infinitesimally", which, of course, is an oxymoron when large amplitude motions are concerned. The "infinitesimal" approximation has the further unfortunate side effect of masking the physical importance of the coupling between vibrational and rotational degrees of freedom. Here, we present a novel formulation of the NMA, which is applied for finite motions in non-Eckart body-frame. Contrary to standard normal mode theory, our approach starts by assuming a harmonic potential in generalized coordinates, and tries to avoid the linearization of the coordinates. It also takes explicitly into account the Coriolis terms, which couple vibrations and rotations, and the terms involving Christoffel symbols, which are ignored by default in the standard NMA. We also computationally explore the effect of various terms to the solutions of the NMA equation of motions.
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## 1 Introduction

Normal mode analysis (NMA) was introduced in 1930s by Wilson and co-workers as a framework to understand the structure of the observed vibration-rotation spectrum of several small molecules [1]. Due to its relative simplicity in implementation, it achieved popularity and became the tool of the trade for researchers working on theoretical molecular spectroscopy. Anharmonic effects were included by modifying the theory somewhat (see e.g., Ref. [2]). During the past three decades NMA has also become a popular alternative to figuring out the large-scale motion of proteins and other macromolecules (see some recent reviews in Refs. [3-6], and check a recent software tool for NMA in internal coordinates in Ref. [7]). There, the aim is to reduce numbers of degrees of freedom by a judicious choice of the shape coordinates. For example, the protein large-scale motion is to a large extent determined by the torsion angles only [8] (and the number of active torsion coordinates can be far less than $3 N-6$ ). This lead Go and co-workers $[9,10]$ to further develope NMA as a complete mathematical framework for harmonic motions in dihedral angle space.

The basic assumption of NMA is that the potential $V$ of the system varies quadratically with the shape coordinates, and the kinetic energy $T$ of the system varies quadratically with the velocities (or generalized momentas, if Hamiltonian formulation is used) about a given minimum energy conformation. Perhaps as a reflection of its historical origins, NMA is usually performed in linearized internal coordinates (see, e.g., Refs. [11-18]), and not in the true geometrically defined internal coordinates. The rotational motions are almost always separated out from the internal (vibration) motions using an Eckart body-frame [19-25]. However, some of the approximations behind the "standard" NMA are unphysical. Especially problematic is the assumption that atoms move only "infinitesimally". This very idea is an oxymoron when large amplitude motions are concerned. The "infinitesimal" approximation has the further unfortunate side effect of masking the physical importance and the mathematical implications of the coupling between vibrational and rotational degrees of freedom-The Coriolis coupling is not generally zero outside the reference configuration, and the very definition of linearized shape coordinates actually depends on the choice of the body-frame.

Here, we present a novel formulation of the NMA. It is aimed specifically to describe finite motion of molecules. Contrary to standard normal mode theory, our approach starts by assuming a harmonic potential in generalized coordinates, and tries to avoid the linearization of the coordinates. This means that the terms involving Christoffel symbols, which are ignored by default in the standard NMA, are included to the equations of motion. We have chosen to use an non-Eckart body-frame, which means that the Coriolis coupling terms are also explicitly included to kinetic energy. The theory developed here is also compared to the methods presented by Wilson et. al.
[1,26], originally developed in the 1930s for small molecules, and later popularized and improved by Go et al. for the modeling of the motions of large biomolecules [10].

The main purpose of the present contribution is to understand the physical consequences of the mathematical structure of different NMA approximations rather than evaluate in detail their computational implementations. Especially, we account for the effects of non-Euclidean metric, which one encounters explicitly in the present curvilinear approach, and also implicitly in the "standard" NMA, when finite amplitude motions are considered (as opposed to "infinitesimal" motions). This problematics seems to be so far largely neglected in the existing litterature. We also computationally explore the effect of various terms to the solutions of the NMA equation of motions. For example, we test how well is the total energy or angular momentum preserved over the trajectories produced as the solution to normal mode equations, and how much do the trajectories differ when NMA is done in linearized instead of curvilinear coordinates.

## 2 Equations of motion

The Euler-Lagrange equations of motion in general curvilinear coordinates $\left\{q_{i}\right\}$ are [27]

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{i}}\right)-\frac{\partial L}{\partial q_{i}}=0 \tag{1}
\end{equation*}
$$

Now, $\dot{q}_{i}$ is a generalized velocity, and the Lagrangian is

$$
\begin{equation*}
L=T-V=\frac{1}{2} \sum_{i j} g_{i j} \dot{q}_{i} \dot{q}_{j}-V \tag{2}
\end{equation*}
$$

and the metric tensor is given by

$$
\begin{equation*}
g_{i j}=\sum_{\alpha}^{N} m_{\alpha} \frac{\partial \mathbf{x}_{\alpha}}{\partial q_{i}} \cdot \frac{\partial \mathbf{x}_{\alpha}}{\partial q_{j}} . \tag{3}
\end{equation*}
$$

where $\mathbf{x}_{\alpha}$ is the position vector of the particle $\alpha$ in an inertial (laboratory) frame, and $m_{\alpha}$ is its mass. The resulting equations of motion are

$$
\begin{equation*}
\sum_{j} g_{i j} \ddot{q}_{j}+\sum_{j k} \Gamma_{i j k} \dot{q}_{j} \dot{q}_{k}+\frac{\partial V}{\partial q_{i}}=0 \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{i j k}=\sum_{\alpha}^{N} m_{\alpha} \frac{\partial \mathbf{x}_{\alpha}}{\partial q_{i}} \cdot \frac{\partial^{2} \mathbf{x}_{\alpha}}{\partial q_{j} \partial q_{k}} . \tag{5}
\end{equation*}
$$

is the Christoffel symbol of the first kind [28].
Often, the quantities in Eq. (4) are interpreted as follows: The diagonal element $g_{i i}$ of the metric tensor represent the inertia associated with the $i$ th degree of freedom, and the off-diagonal element $g_{i j}$ reflects the (possible) non-orthogonality of the two degrees of freedom $i$ and $j$, resulting in a contribution to the acceleration $\ddot{q}_{j}$. The $\Gamma_{i j j} \dot{q}_{j}^{2}$ terms represent the centrifugal effect on the $i$ th degree of freedom by the $j$ th generalized velocity, and the $\Gamma_{i j k} \dot{q}_{j} \dot{q}_{k}$ terms represent the Coriolis effect induced by the $j$ th and $k$ th generalized velocities. However, this interpretation is formal at best rather than physical, and it is not completely in accordance with the practice followed in theoretical molecular spectroscopy, where only those terms containing mixed orientational and shape coordinates merit the name Coriolis contribution (compare to Ref. [22]).

## 3 Harmonic potential

The potential $V$ of a free molecule is a function of the displacements in shape coordinates

$$
\begin{equation*}
\Delta s_{i}=s_{i}-s_{i}^{(e)} \tag{6}
\end{equation*}
$$

where $s_{i}^{(e)}$ denotes the equilibrium value of coordinate $s_{i}$. The shape coordinates are $\left\{s_{i}\right\}$, by definition, invariant in all rigid motions of the molecule. The potential is required to be harmonic in the (displacement) coordinates, i.e., of the form

$$
\begin{equation*}
V=\frac{1}{2} \sum_{i j} f_{i j} \Delta s_{i} \Delta s_{j} \tag{7}
\end{equation*}
$$

Any potential $V$ can be used for normal mode calculations provided it is first truncated and/or approximated as harmonic. The simplest way to do this is to evaluate

$$
\begin{equation*}
f_{i j}=\left.\frac{\partial^{2} V}{\partial s_{i} \partial s_{j}}\right|_{e} \tag{8}
\end{equation*}
$$

at the (local) minimum energy conformation, denoted by the subscript ( $e$ ), and subsequently use the potential given by Eq. (7). Note that computation of $f_{i j}$ scales $O\left(N^{4}\right)$ when the potential $V$ has an infinite range. If the potential is restricted to some finite range, the computation scales as $O\left(N^{3}\right)$. This computational burden can be significantly further reduced to $O\left(N^{2}\right)$ by employing recursion relationships described in seminal papers of Go and coworkers [29,30].

With this potential the equations of motion become

$$
\begin{equation*}
\sum_{j} g_{i j} \ddot{q}_{j}+\sum_{j, k} \Gamma_{i j k} \dot{q}_{j} \dot{q}_{k}+\sum_{j} f_{i j} \Delta s_{j}=0 . \tag{9}
\end{equation*}
$$

where $q_{i}$ is either a rotational angle $\Theta_{i}$ (e.g., an Euler angle) or $\Delta s_{i}$. By setting $g_{i j}=m_{i} \delta_{i j}$ and $\Gamma_{i j k}=0$ and replacing $q_{i}$ with the Cartesian coordinates the corresponding equations for usual Cartesian dynamics are recovered. In general $\Gamma_{i j k} \neq 0$ for curvilinear coordinates, so this problem is not as easily solved as the Cartesian counterpart.

## 4 Normal mode calculation

### 4.1 Eigenequation

For the time being we ignore the Christoffel symbol, and introduce another set of coordinates $\left\{Q_{i}\right\}$ through a linear coordinate relation

$$
\begin{equation*}
q_{i}=\sum_{j} A_{i j} Q_{j} \tag{10}
\end{equation*}
$$

The equations of motion (without the Christoffel symbol) in these new coordinates can be expressed in the matrix form as

$$
\begin{equation*}
\mathrm{A}^{T} \mathrm{gA} \ddot{\mathrm{Q}}+\mathrm{A}^{T} \mathrm{fAQ}=0, \tag{11}
\end{equation*}
$$

where $\mathrm{g}=\left[g_{i j}\right]$ and $\mathrm{f}=\left[f_{i j}\right]$ are square matrices, $\left.\mathrm{Q}=\mid Q_{j}\right)$ is a column vector, and the superscript $T$ implies transpose. Because the potential energy depends only on the shape coordinates, all those entries $f_{i j}$ of the matrix f are zero, in which either $i$ or $j$ (or both) index a orientational degree of freedom.

Manipulation of Eq. (11) gives

$$
\begin{equation*}
\ddot{\mathrm{Q}}+\mathrm{A}^{-1} \mathrm{~g}^{-1} \mathrm{f} \mathrm{AQ}=0 . \tag{12}
\end{equation*}
$$

By using the trial solution

$$
\begin{equation*}
Q_{j}(t)=a_{j} \sin \left(\omega_{j} t\right)+b_{j} \cos \left(\omega_{j} t\right) \tag{13}
\end{equation*}
$$

which implies ${ }^{1}$

$$
\begin{equation*}
\dot{Q}_{j}(t)=\omega_{j} a_{j} \cos \left(\omega_{j} t\right)-\omega_{j} b_{j} \sin \left(\omega_{j} t\right) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{Q}_{j}(t)=-\omega_{j}^{2} a_{j} \sin \left(\omega_{j} t\right)-\omega_{j}^{2} b_{j} \cos \left(\omega_{j} t\right)=-\omega_{j}^{2} Q_{j}(t) \tag{15}
\end{equation*}
$$

[^1]Eq. (12) can be written in a normal form as

$$
\begin{equation*}
\mathrm{A}^{-1} \mathrm{~g}^{-1} \mathrm{f} \mathrm{~A}=\Omega^{2} \tag{16}
\end{equation*}
$$

where the diagonal matrix $\Omega^{2}$ contains the mode frequencies squared, $\omega_{i}^{2}$. The first $N_{\mathrm{s}}$ diagonal elements of the matrix $\Omega^{2}$ differ from zero, and the remaining three are zero. Then, one obtains the eigenvalue problem

$$
\begin{equation*}
\left(g^{-1} \mathrm{f}\right) \mathrm{A}=\mathrm{A} \Omega^{2} \tag{17}
\end{equation*}
$$

from which the matrix $A$ can be solved (its columns are the eigenvectors of $g^{-1} f$ ).
It is explicitly assumed in the normal mode calculation that the elements of the metric tensor $g_{i j}$, and consequently, the coefficients $A_{a i}$ are constant. Without this approximation the normal mode frequencies $\omega_{i}$ would depend on the amplitudes of the vibrations. Therefore it is tacitly understood that the variable metric tensor g is replaced by the constant $\mathrm{g}_{0}$, in which the shape coordinates $s_{i}$ are fixed to their reference values $s_{i}^{(e)}$ and the rotational angles $\Theta_{i}$ are fixed to their initial values $\left.\Theta_{i}\right|_{t_{0}}$ at the time $t=t_{0}$. Hence, the eigenvalue problem reads as

$$
\begin{equation*}
\left(g_{0}^{-1} \mathrm{f}\right) \mathrm{A}=\mathrm{A} \Omega^{2} \tag{18}
\end{equation*}
$$

To emphasize that rotational angles are set to their initial value, we use the subscript 0 in g , although the initial value $\left.s_{i}\right|_{t_{0}}$ of the shape coordinate $s_{i}$ at $t=t_{0}$ need not coincide with its reference value $s_{i}^{(e)}$ (i.e., molecule can be deformed at the $t=t_{0}$ ). ${ }^{2}$

### 4.2 Matrix A

Because the matrix element $\left[g_{0}^{-1} \mathrm{f}\right]_{i j}$ is zero if $j$ indexes an orientational degree of freedom, it follows that the matrix $g_{0}^{-1} f$ has the structure

$$
\mathrm{g}_{0}^{-1} \mathrm{f}=\left[\begin{array}{ccccc|ccc}
\star & \star & \star & \cdots & \star & 0 & 0 & 0  \tag{19}\\
\star & \star & \star & \cdots & \vdots & 0 & 0 & 0 \\
\star & \star & \star & \cdots & \star & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & 0 & 0 & 0 \\
\star & \star & \star & \cdots & \star & 0 & 0 & 0
\end{array}\right]
$$

where orientation angles are now indexed from $N_{\mathrm{S}}+1$ to $N_{\mathrm{s}}+3$ ( $N_{\mathrm{S}}$ is the number of active shape coordinates), and the (possibly) non-zero entries of the $\left(N_{\mathrm{s}}+3\right) \times N_{\mathrm{s}}$ sub-block are denoted by a star $\star$. It follows therefore that the matrix $A$ has the form

[^2]\[

\mathrm{A}=\left[$$
\begin{array}{cccc|ccc}
\star & \star & \ldots & \star & 0 & 0 & 0  \tag{20}\\
\star & \star & \ldots & \star & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\star & \star & \ldots & \star & 0 & 0 & 0 \\
\hline \star & \star & \ldots & \star & \star & \star & \star \\
\star & \star & \ldots & \star & \star & \star & \star \\
\star & \star & \ldots & \star & \star & \star & \star
\end{array}
$$\right]
\]

where the first $N_{\mathrm{S}}$ columns are the eigenvectors of the non-zero frequency normal modes, and the last three columns are the eigenvectors of the zero-frequency normal modes. Hence, as expected, shape coordinates are mapped to the non-zero frequency normal modes

$$
\begin{equation*}
\Delta s_{i}=\sum_{j=1}^{N_{\mathrm{s}}} A_{\Delta s_{i} Q_{j}} Q_{j} \tag{21}
\end{equation*}
$$

but the orientational angles are mapped to all normal modes

$$
\begin{equation*}
\Theta_{i}=\sum_{j=1}^{N_{s}+3} A_{\Theta_{i} Q_{j}} Q_{j} \tag{22}
\end{equation*}
$$

For simplicity, here an element of A is labeled by the coordinates it is associated with. This is the expected result-under any coordinate transformation, which preserves the nature of coordinates, shape coordinates are mapped to shape coordinates, but the orientational angles are generally mapped to both the new orientational angles and shape coordinates.

It must be emphasized that $A$ is really determined by the above procedure only up to a "normalization". Here, it is chosen so that the equation

$$
\begin{equation*}
\mathrm{g}_{0}^{-1}=\mathrm{AA}^{T} \tag{23}
\end{equation*}
$$

holds true. In other words, A is now the positive "square root" of the $\mathrm{g}_{0}^{-1}$. Also, as can be seen straightforwardly, it maps $g_{0}$ to a unit matrix 1 via the congruent transformation

$$
\begin{equation*}
\mathrm{A}^{T} \mathrm{~g}_{0} \mathrm{~A}=1 \tag{24}
\end{equation*}
$$

and f to

$$
\begin{equation*}
\mathrm{A}^{T} \mathrm{f} \mathrm{~A}=\Omega^{2} \tag{25}
\end{equation*}
$$

This particular choice of $A$ does not affect the eigenvalue problem $A^{-1} g_{0}^{-1} f A=\Omega^{2}$. Nor does it change the general form of the matrix $A^{T} f A$ - It has the structure

$$
\mathrm{A}^{T} \mathrm{f} \mathrm{~A}=\left[\begin{array}{cccc|ccc}
\lambda_{1} & 0 & \ldots & 0 & 0 & 0 & 0  \tag{26}\\
0 & \lambda_{2} & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & \lambda_{N_{\mathrm{s}}} & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

where $\lambda_{i}>0$.
It depends on the particular numerical algorithm whether the resulting $A$ has this desired form. A general procedure of normalizing any $A$, which obeys Eq. (16), is presented in Appendix A.

### 4.3 On invariants

Let us now inspect the trajectories of the atoms, which result from the solution of the NMA equation of motion. The total momentum $\mathbf{P}=\sum_{\alpha} m_{\alpha} \dot{\mathbf{x}}_{\alpha}$ is obviously conserved, because arbitrary changes in $\left\{s_{i}\right\}$ and $\left\{\Theta_{i}\right\}$ do not change the center of mass $\mathbf{X}$. This comes as no surprise, since $\mathbf{P}$ is a constant of motion for all conservative systems.

The total energy $E=T+V$ should also be invariant for a conservative system. Now,

$$
\begin{equation*}
T=\frac{1}{2} \sum_{\alpha} m_{\alpha} \dot{\mathbf{x}}_{\alpha}^{2}=\frac{1}{2} \sum_{\alpha} m_{\alpha} \sum_{i j} \frac{\partial \mathbf{x}_{\alpha}}{\partial q_{i}} \cdot \frac{\partial \mathbf{x}_{\alpha}}{\partial q_{j}} \cdot \dot{q}_{i} \dot{q}_{j}=\frac{1}{2} \sum_{i j k l} g_{i j} A_{i k} A_{j l} \dot{Q}_{k} \dot{Q}_{l} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
V=\frac{1}{2} \sum_{i j k l}^{N_{\mathrm{s}}} f_{i j} A_{i k} A_{j l} Q_{k} Q_{l} \tag{28}
\end{equation*}
$$

or, in the matrix form,

$$
\begin{equation*}
2 E=\dot{\mathrm{Q}}^{T} \mathrm{~A}^{T} \mathrm{gA} \dot{\mathrm{Q}}+\mathrm{Q}^{T} \mathrm{~A}^{T} \mathrm{f} \mathrm{AQ} \tag{29}
\end{equation*}
$$

By evaluating the above equation at the reference conformation, it would be tempting to say that the total energy equals $\sum_{i}^{N_{\mathrm{s}}} \omega_{i}^{2}\left(a_{i}^{2}+b_{i}^{2}\right) / 2$. However, this is true only in the reference conformation-the upper left $N_{\mathrm{s}} \times N_{\mathrm{s}}$ sub-block of $\mathrm{A}^{T} \mathrm{gA}$ is not diagonal in an arbitrary conformation. Hence, the total energy, calculated directly from the trajectories of the atoms, is not a constant of motion (although the amount of variation depends on a particular problem, and $E$ may stay almost constant). The magnitude of the non-conservation of $E$ in the normal mode trajectories in a torsion space of a the ribosomal protein is numerically explored in Sect. 7. It can be shown by a specific numerical example (Sect. 7) that the total angular momentum

$$
\begin{equation*}
\mathbf{L}=\sum_{\alpha} m_{\alpha} \mathbf{x}_{\alpha} \times \dot{\mathbf{x}}_{\alpha} \tag{30}
\end{equation*}
$$

is not a constant of motion over the trajectories produced as a solution to NMA equations. This reflects again the fact that the normal mode trajectories are not strictly speaking physical, although they can be excellent approximations.

## 5 The Christoffel symbol

Since the evaluation of $\partial \mathbf{x}_{\alpha} / \partial q_{i}$ scales as $O(N)$ for a fixed value of $i$, as does the evaluation of $\partial^{2} \mathbf{x}_{\alpha} / \partial q_{i} \partial q_{j}$ for a fixed value of $i$ and $j$, it follows that the cost of the (brute force) numerical evaluation of the Christoffel symbol $\Gamma_{i j k}$ scales as $O\left(N^{4}\right)$, or to be more precise, $O\left(N_{A}^{3} N\right)$, where $N_{A}$ is the number of active or variable coordinates (i.e., those coordinates which are not rigidly fixed). Hence its numerical evaluation is quite expensive. We now explore the effect of including the Christoffel symbol to the original equations of motion.

In order to decouple the equations of motion, the Christoffel symbol $\bar{\Gamma}_{i j k}$ (written in terms of the new normal coordinates $Q_{i}$ ) should vanish. According to tensor calculus [28] the Christoffel symbol in $Q$ space can be written in $q$ space as

$$
\begin{equation*}
\bar{\Gamma}_{i j k}=\sum_{r s t} \Gamma_{r s t} \frac{\partial q_{r}}{\partial Q_{i}} \frac{\partial q_{s}}{\partial Q_{j}} \frac{\partial q_{t}}{\partial Q_{k}}+\sum_{r s} g_{r s} \frac{\partial q_{r}}{\partial Q_{i}} \frac{\partial^{2} q_{s}}{\partial Q_{j} \partial Q_{k}} . \tag{31}
\end{equation*}
$$

Instead of simply setting $\bar{\Gamma}_{i j k}$ to zero, one could express $q_{i}$ as a quadratic polynomial

$$
\begin{equation*}
q_{i}=\sum_{j} A_{i j} Q_{j}+\sum_{j k} B_{i j k} Q_{j} Q_{k} \tag{32}
\end{equation*}
$$

in the normal coordinates, and select the constants $A_{i j}, B_{i j k}$ so that $\left.\bar{\Gamma}_{i j k}\right|_{0}=$ $\left.\bar{\Gamma}_{i j k}\right|_{\left\{\left\{s_{i}^{(e)}\right\},\left\{\Theta_{i} \mid t_{0}\right\}\right\}}$ vanishes. Now,

$$
\begin{equation*}
\left.\bar{\Gamma}_{i j k}\right|_{0}=\left.\sum_{r s t} \Gamma_{r s t}\right|_{0} A_{r i} A_{s j} A_{t k}+\left.2 \sum_{r s} g_{r s}\right|_{0} A_{r i} B_{s j k}=0 \tag{33}
\end{equation*}
$$

Multiplying with $A_{i v}^{-1}$ and summing over $i$ we get

$$
\begin{align*}
0 & =\left.\sum_{r s t} \Gamma_{r s t}\right|_{0} \delta_{r v} A_{s j} A_{t k}+\left.2 \sum_{r s} g_{r s}\right|_{0} \delta_{r v} B_{s j k} \\
& =\left.\sum_{s t} \Gamma_{v s t}\right|_{0} A_{s j} A_{t k}+\left.2 \sum_{s} g_{v s}\right|_{0} B_{s j k} \tag{34}
\end{align*}
$$

Multiplying with $\left.\left[\mathrm{g}^{-1}\right]_{i v}\right|_{0}$ and summing over $v$ we get

$$
\begin{align*}
0 & =\left.\sum_{s t v}\left[\mathrm{~g}^{-1}\right]_{i v} \Gamma_{v s t}\right|_{0} A_{s j} A_{t k}+2 \sum_{s} \delta_{i s} B_{s j k} \\
& =\left.\sum_{s t v}\left[\mathrm{~g}^{-1}\right]_{i v} \Gamma_{v s t}\right|_{0} A_{s j} A_{t k}+2 B_{i j k} \tag{35}
\end{align*}
$$

We then have

$$
\begin{equation*}
B_{i j k}=-\left.\frac{1}{2} \sum_{s t v}\left[\mathrm{~g}^{-1}\right]_{i v} \Gamma_{v s t}\right|_{0} A_{s j} A_{t k} \tag{36}
\end{equation*}
$$

or, by introducing the Christoffel symbols of the second kind,

$$
\begin{equation*}
B_{i j k}=-\left.\frac{1}{2} \sum_{s t} \Gamma_{s t}^{(i)}\right|_{0} A_{s j} A_{t k} \tag{37}
\end{equation*}
$$

The Christoffel symbol of the second kind can be written as

$$
\begin{equation*}
\Gamma_{j k}^{(i)}=\sum_{\alpha=1}^{N}\left(\nabla_{\mathbf{x}_{\alpha}} q_{i}\right) \cdot \frac{\partial^{2} \mathbf{x}_{\alpha}}{\partial q_{j} \partial q_{k}} \tag{38}
\end{equation*}
$$

which offers both theoretically and computationally feasible way of evaluating $\left.\Gamma_{j k}^{(i)}\right|_{0}$.
Notice that adding the quadratic term $\sum_{j k} B_{i j k} Q_{j} Q_{k}$ does not affect the normal mode calculation-It contributes neither to the Hessian $\bar{f}_{i j}$ nor to the metric tensor $\bar{g}_{i j}$ at the reference conformation. However, the potential energy becomes up to quartic in $Q_{i}$, i.e.,

$$
\begin{align*}
V(\text { with CS })= & \frac{1}{2} \sum_{i}^{N_{\mathrm{s}}} \omega_{i}^{2} Q_{i}^{2}+\frac{1}{2} \sum_{i j k l m}^{N_{\mathrm{s}}} f_{i j}\left(A_{i k} B_{j l m}+A_{j k} B_{i l m}\right) Q_{k} Q_{l} Q_{m} \\
& +\frac{1}{2} \sum_{i j k l m n}^{N_{\mathrm{s}}} f_{i j} B_{i k n} B_{j l m} Q_{k} Q_{l} Q_{m} Q_{n} \tag{39}
\end{align*}
$$

which means that for a given values of $\left\{Q_{i}\right\}$ the value of $V$ (with CS ) is different than that of $V$ (without CS). The similar reasoning applies also for the value of kinetic energy $T$ (with CS)—It in general differs from $T$ (without CS). Furthermore, not all the coefficients $B_{\Delta s_{i}} Q_{j} Q_{k}$ vanish for $j=N_{\mathrm{s}}+1, N_{\mathrm{s}}+2, N_{\mathrm{s}}+3$. Hence inclusion of the Christoffel symbols to the normal equations of motion mixes the shape coordinates $\left\{\Delta s_{i}\right\}$ with the rotational coordinates $\left\{\Theta_{1}, \Theta_{2}, \Theta_{3}\right\}$. From the physical point of view this is unwanted, since shape coordinates should always be mapped to shape coordinates, not to rotational coordinates, although the converse need not be true.

## 6 Body frame and its changes

It is customary to describe motions of atoms in a molecule by introducing a concept of the instantaneous reference configuration. It refers to the instantenous positions $\left\{\mathbf{c}_{\alpha}^{\prime}\right\}$ of atoms in a (hypothetical) rigid molecule, which can merely rotate. Because rotations preserve distances, inter-vector angles, and directed volumes, the inner products $\mathbf{c}_{\alpha}^{\prime} \cdot \mathbf{c}_{\beta}^{\prime}$ and the box products $\mathbf{c}_{\alpha}^{\prime} \cdot \mathbf{c}_{\beta}^{\prime} \times \mathbf{c}_{\gamma}^{\prime}$ are constants, which depend only on the reference geometry of the molecule. In reality, the molecule can of course also deform. It is important to understand that the instantenous value of the set of rotational angles $\left\{\Theta_{1}, \Theta_{2}, \Theta_{3}\right\}$ at the time $t$ is the same for both the actual (deforming) molecule and its reference configuration (while the shapes are of course different). We must also carefully distinguish between the initial value and the reference value of a given quantity. For example, while the reference value $s_{i}^{(e)}$ of the shape coordinate $s_{i}$ is constant (and may, but need not, equal to $\left.s_{i}\right|_{t_{0}}$ ), the reference value of the rotational angle is equal to the instantenous value of $\Theta_{i}$, so it is variable and it in general differs from the initial value $\left.\Theta_{i}\right|_{t_{0}}$.

The orientation of the instantaneous reference configuration is described by the orientation of the body frame $\left\{\mathbf{u}_{1}^{\prime}, \mathbf{u}_{2}^{\prime}, \mathbf{u}_{3}^{\prime}\right\}$ (i.e., an orthonormal vector triplet attached to the molecule) with respect to some constant orthonormal frame $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right\}$, referred as the laboratory frame, i.e.,

$$
\begin{equation*}
\mathbf{u}_{i}^{\prime}=R^{\dagger} \mathbf{u}_{i} R \tag{40}
\end{equation*}
$$

The time dependent rotor [31] $R(t)$ is fully parametrized by three angles $\left\{\Theta_{1}, \Theta_{2}, \Theta_{3}\right\}$ (such as Euler angles). The instantaneous reference positions $\left\{\mathbf{c}_{\alpha}^{\prime}\right\}$ are related to a set of constant vectors $\left\{\mathbf{c}_{\alpha}\right\}$ by the same rotation,

$$
\begin{equation*}
\mathbf{c}_{\alpha}^{\prime}=R^{\dagger} \mathbf{c}_{\alpha} R \tag{41}
\end{equation*}
$$

It is customary to decompose the nuclear position $\mathbf{y}_{\alpha}=\mathbf{x}_{\alpha}-\mathbf{X}$ measured from the center of mass $\mathbf{X}$ as a sum

$$
\begin{equation*}
\mathbf{y}_{\alpha}=\mathbf{c}_{\alpha}^{\prime}+\mathbf{d}_{\alpha} \tag{42}
\end{equation*}
$$

where $\mathbf{d}_{\alpha}$ is the displacement of the atom $\alpha$ from the instantaneous reference position (see Wilson et al. [1]). If the molecule is rigid (i.e., does not deform), then $\mathbf{d}_{\alpha}=0$ and $\mathbf{y}_{\alpha}=\mathbf{c}_{\alpha}^{\prime}$ at all times. The instantaneous reference vectors $\left\{\mathbf{c}_{\alpha}^{\prime}\right\}$ and the displacement vectors $\left\{\mathbf{d}_{\alpha}\right\}$ are illustrated in Fig. 1 for a triatomic molecule. The bond-z body-frame (in which the instantaneous axis of rotation $\mathbf{u}_{3}^{\prime}$ is parallel with the bond between the atoms 1 and 3) is indicated. The numerical evaluation of the instantaneous values of $\mathbf{c}_{\alpha}^{\prime}$ and $\mathbf{d}_{\alpha}$ is described in Appendix D.

It should be emphasized that the decomposition of $\mathbf{y}_{\alpha}=\mathbf{c}_{\alpha}^{\prime}+\mathbf{d}_{\alpha}$ to the displacement $\mathbf{d}_{\alpha}$ and the moving reference position $\mathbf{c}_{\alpha}^{\prime}$ is not unique, but it (implicitly) depends on the choice of the body-frame through the rotor $R$.

In order to see the possible effect of the body-frame change $\left\{\mathbf{u}_{1}^{\prime}, \mathbf{u}_{2}^{\prime}, \mathbf{u}_{3}^{\prime}\right\} \rightarrow$ $\left\{\mathbf{u}_{1}^{\prime \prime}, \mathbf{u}_{2}^{\prime \prime}, \mathbf{u}_{3}^{\prime \prime}\right\}$ on the normal modes, it is advisable to consider it as the coordinate

Fig. 1 A snapshot of a triatomic molecule, and the body-frame associated with it. Notice that for this particular choice of the body-frame, the axis $\mathbf{u}_{3}^{\prime}$, the instantaneous reference position $\mathbf{c}_{1}^{\prime}$ and the inter particle position vector $\mathbf{r}_{31}$ (also shown in the picture) are always parallel

$\mathbf{y}_{1}$
transformation $\left\{\left\{s_{i}\right\},\left\{\Theta_{i}^{\prime}\right\}\right\} \rightarrow\left\{\left\{s_{i}\right\},\left\{\Theta_{i}^{\prime \prime}\right\}\right\}$, in which the three rotational angles $\left\{\Theta_{i}^{\prime}\right\}$ are transformed to another set of rotational angles $\left\{\Theta_{i}^{\prime \prime}\right\}$. The single (double) prime(s) indicates that the $\left\{\mathbf{u}_{1}^{\prime}, \mathbf{u}_{2}^{\prime}, \mathbf{u}_{3}^{\prime}\right\}\left(\left\{\mathbf{u}_{1}^{\prime \prime}, \mathbf{u}_{2}^{\prime \prime}, \mathbf{u}_{3}^{\prime \prime}\right\}\right)$ is the body-frame. By using the chain rule of derivation, we can write

$$
\begin{align*}
\mathrm{f}^{\prime \prime} & =\mathrm{J}_{0} \mathrm{f}^{\prime} \mathrm{J}_{0}^{T}  \tag{43}\\
\mathrm{~g}_{0}^{\prime \prime} & =\mathrm{J}_{0} \mathrm{~g}_{0}^{\prime} \mathbf{J}_{0}^{T} \tag{44}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{J}_{i j}=\frac{\partial q_{j}^{\prime}}{\partial q_{i}^{\prime \prime}} \tag{45}
\end{equation*}
$$

is the element of the Jacobian matrix J of the coordinate transformation $\left\{\left\{s_{i}\right\},\left\{\Theta_{i}^{\prime}\right\}\right\} \rightarrow$ $\left\{\left\{s_{i}\right\},\left\{\Theta_{i}^{\prime \prime}\right\}\right\}$, which is induced by the change in the body-frame $\left\{\mathbf{u}_{1}^{\prime}, \mathbf{u}_{2}^{\prime}, \mathbf{u}_{3}^{\prime}\right\} \rightarrow$ $\left\{\mathbf{u}_{1}^{\prime \prime}, \mathbf{u}_{2}^{\prime \prime}, \mathbf{u}_{3}^{\prime \prime}\right\} . J_{0}$ is the value of $J$ evaluated by setting shape coordinates to their reference values and the orientational coordinates to their intial values, and $J_{0}^{T}$ signifies the transpose of $J_{0}$. The left-hand side of the normal mode equation $g_{0}^{\prime \prime-1} f^{\prime \prime}=A \Omega^{2} A^{-1}$ (where it has been re-arranged to a form, in which the unknown quantities to be solved are on the right hand side) can be written as

$$
\begin{equation*}
\mathrm{g}_{0}^{\prime \prime-1} \mathrm{f}^{\prime \prime}=\left(\mathrm{J}_{0}^{T}\right)^{-1} \mathrm{~g}_{0}^{\prime-1} \mathrm{~J}_{0}^{-1} \mathrm{~J}_{0} \mathrm{f}^{\prime} \mathrm{J}_{0}^{T} \tag{46}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{g}_{0}^{\prime \prime-1} \mathbf{f}^{\prime \prime}=\left(\mathbf{J}_{0}^{T}\right)^{-1} \mathrm{~g}_{0}^{\prime-1} \mathrm{f}^{\prime} \mathrm{J}_{0}^{T} \tag{47}
\end{equation*}
$$

Evidently, the two products $g_{0}^{\prime-1} f^{\prime}$ and $g_{0}^{\prime \prime-1} f^{\prime \prime}$ are similar, so their eigenvalues and eigenvectors do not depend on the choice of the body-frame. Starting with a given potential $V\left(s_{1}, s_{2}, \ldots\right)$, both the equations $\mathrm{g}_{0}^{\prime-1} \mathrm{f}^{\prime}=\mathrm{A} \Omega^{2} \mathrm{~A}^{-1}$ and $\mathrm{g}_{0}^{\prime \prime-1} \mathrm{f}^{\prime \prime}=\mathrm{A} \Omega^{2} \mathrm{~A}^{-1}$

Table 1 The first five non-zero eigenfrequencies $\omega_{i}$ for protein 1 AB 3 , when the orientational angles are (a) included, and (b) excluded

| Mode | Eigenfrequency $\left(\mathrm{fs}^{-1}\right)$ |  |
| :--- | :--- | :--- |
|  | (a) | (b) |
| 1 | $5.8507 \times 10^{-4}$ | $5.3266 \times 10^{-4}$ |
| 2 | $7.7745 \times 10^{-4}$ | $2.3495 \times 10^{-3}$ |
| 3 | $9.9830 \times 10^{-4}$ | $3.9234 \times 10^{-3}$ |
| 4 | $1.2310 \times 10^{-3}$ | $1.8527 \times 10^{-2}$ |
| 5 | $1.4476 \times 10^{-3}$ | $2.5289 \times 10^{-2}$ |
| $\ldots$ | $\ldots$ | $\ldots$ |

(or rather $g_{0}^{\prime-1} f=A \Omega^{2} \mathrm{~A}^{-1}$ and $\mathrm{g}_{0}^{\prime \prime-1} \mathrm{f}=\mathrm{A} \Omega^{2} \mathrm{~A}^{-1}$, as the Hessians are identical) will result the same normal frequencies $\omega_{i}$ and (relative) amplitudes.

It is emphasized that the above similarity relation holds generally only when the rotational degrees of freedom are included in the calculation. Although the Hessian involves only the vibrational degrees of freedom (i.e., the entries involving rotational degrees of freedom are zero), at least some elements in the metric tensor, which couple rotational and vibrational degrees of freedom differ from zero, even in the reference conformation, unless one uses an Eckart body-frame (See Sect. 6.1). Then the resulting set of eigenmodes contains three eigenfrequencies which are zero. In practice, the resulting non-zero modes may differ significantly from the modes obtained when one takes only the vibrational degrees of freedom into account. This is demonstrated in Sect. 7, Table 1. It should be emphasized that the normal modes derived in the absence of orientational coordinates are not physically meaningful unless an Eckart frame is used.

### 6.1 Eckart condition

If the body-frame is determined from the Eckart condition [19-24]

$$
\begin{equation*}
\sum_{\alpha=1}^{N} m_{\alpha} \mathbf{c}_{\alpha}^{\prime} \times \mathbf{y}_{\alpha}=\sum_{\alpha=1}^{N} m_{\alpha} \mathbf{c}_{\alpha}^{\prime} \times \mathbf{d}_{\alpha}=0 \tag{48}
\end{equation*}
$$

then all the Coriolis terms

$$
\begin{equation*}
g_{s_{i} \Theta_{j}}=\sum_{\alpha}^{N} m_{\alpha} \frac{\partial \mathbf{x}_{\alpha}}{\partial s_{i}} \cdot \frac{\partial \mathbf{x}_{\alpha}}{\partial \Theta_{j}} \tag{49}
\end{equation*}
$$

vanish in the reference conformation (but not necessarily in other conformations). While explicit analytical formulas of Eckart axes are not known for large molecules (apart from planar molecules that is, see Ref. [32]), the rotation matrix associated with an Eckart frame happens to be the matrix that minimizes the root mean square
deviation (RMSD) of the resulting conformation from the reference conformation by rotating the molecule rigidly, and it can be found straightforwardly [33].

## 7 Test case

The theory developed above was tested on the ribosomal protein S15 from Thermus Thermophilus, cataloged with PDB code 1AB3 at the RCSB Protein Databank. This protein consists of a single chain containing 88 residues. The backbone torsion angles $\phi, \psi$ and side-chain torsion angle $\chi$ (collectively denoted from now on as $\left\{\phi_{i}\right\}$ for simplicity of notation) in each residue-when applicable-were used as degrees of freedom, together with the three orientational angles $\left\{\Theta_{1}, \Theta_{2}, \Theta_{3}\right\}$ (defined in terms of a bond-z body-frame, which is defined by the coordinates of three atoms). This resulted in a total of 177 degrees of freedom. All calculations were carried out using the previously developed methodology $[34,35]$ as implemented in the computer code TOD.

The atomic interaction potential is a harmonic Cartesian potential:

$$
\begin{equation*}
V=\frac{1}{2} \sum_{\alpha \beta} F_{\alpha \beta} \lambda_{\alpha \beta}^{2} \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{\alpha \beta}=\left|\mathbf{r}_{\alpha \beta}\right|-r_{\alpha \beta}^{(e)}=\left|\mathbf{x}_{\beta}-\mathbf{x}_{\alpha}\right|-r_{\alpha \beta}^{(e)} \tag{51}
\end{equation*}
$$

For simplicity, put $F_{i j}=1.0 \times 10^{-3} \mathrm{eV} / \AA^{2}$. The Hessian is now

$$
\begin{equation*}
f_{i j}=\left.\frac{\partial^{2} V}{\partial \phi_{i} \partial \phi_{j}}\right|_{e}=\left.\sum_{\alpha \beta} F_{\alpha \beta} \frac{\partial}{\partial \phi_{i}}\left(\lambda_{\alpha \beta} \frac{\partial \lambda_{\alpha \beta}}{\partial \phi_{j}}\right)\right|_{e}=\left.\sum_{\alpha \beta} F_{\alpha \beta} \frac{\partial \lambda_{\alpha \beta}}{\partial \phi_{i}} \frac{\partial \lambda_{\alpha \beta}}{\partial \phi_{j}}\right|_{e} \tag{52}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial \lambda_{\alpha \beta}}{\partial \phi_{i}}=\hat{\mathbf{r}}_{\alpha \beta} \cdot \frac{\partial \mathbf{r}_{\alpha \beta}}{\partial \phi_{i}} \tag{53}
\end{equation*}
$$

Eigenmodes were calculated for two cases. In case (a) the overall orientational degrees of freedom were included, and in the unphysical case (b) they were not. A comparison of the lowest modes, shown in Table 1, indicates the modes are not identical in these cases. All modes calculated in case (a) are shown in Fig. 2.

The dynamics was also compared in the presence and absence of the quadratic term $\Gamma_{i j k} \dot{q}_{j} \dot{q}_{k}$ in the equation of motion. The distribution of all the constants $A_{i j}$ and $B_{i j k}$ is shown in Figs. 3 and 4, respectively. From the figures it is clear that most elements are clustered around zero, without being exactly zero or even "infinitesimally" close to zero. Since $B_{i j k}$ gives a quadratic contribution to the degrees of freedom $q_{i}$, this is sufficient to change the dynamics when the Christoffel symbol is included. Note that when only $a_{1}$ differs from zero, then $Q_{1}(t)=a_{1} \sin \left(\omega_{1} t\right)$ by Eq. (13). In that case,


Fig. 2 Plot of the distribution of the eigenfrequencies $\omega_{i}$


Fig. 3 Plot of the distribution of the elements $A_{i j}$ (u stands for the atomic mass unit, or Dalton, $1.660538782(83) \times 10^{-27} \mathrm{~kg}$ )
when using the Christoffel symbol $q_{i}=\sum_{j} A_{i j} Q_{j}+\sum_{j, k} B_{i j k} Q_{j} Q_{k} \sim O\left(a_{1}^{2}\right)$ by Eq. (32), but when leaving it out $q_{i}=\sum_{j} A_{i j} Q_{j} \sim O\left(a_{1}\right)$. The difference in behavior of the displacement is therefore sensitive to the prefactor of the single excited mode. If it is much smaller than one, the effect of Christoffel symbols becomes neglible.

The initial values of the coordinates and their velocities were determined by setting the $a_{i}$ and $b_{i}$ values (and not by specifying intial values for $\left\{s_{i}\right\}$ and $\left\{\dot{s}_{i}\right\}$ ). By the equipartition theorem every degree of freedom, both kinetic and potential, contributes


Fig. 4 Plot of the distribution of the elements $B_{i j k}$
a term $k_{B} T / 2$ to the total energy $E$, which is given by Eq. (29). The time average over one period is independent of the mode frequencies,

$$
\begin{equation*}
\langle E\rangle=\sum_{i} \frac{\omega_{i}^{2}}{2}\left(a_{i}^{2}+b_{i}^{2}\right)=N_{s} k_{B} T \tag{54}
\end{equation*}
$$

For the simplicity of comparison, the coefficients $b_{i}=0$ are set to zero for all $i$. This implies that the molecule is initially in the undeformed state (i.e., $\Delta s_{i}=0$ for all $i$ ). The initial rates of change were then determined from the $a_{i}$ solely. If only the single mode $i$ is excited, this results in $a_{i}=\sqrt{2 K_{B} T} / \omega_{i}$. The corresponding distribution of the intial torsional velocities is presented in Fig. 5 for the temperature of $T=300 \mathrm{~K}$.

In order to quantify the impact of the Christoffel symbol one may directly compare the resulting different motion of the protein. One possible measure for the difference between the two cases-with and without the Christoffel symbol-is the root-meansquare deviation

$$
\begin{equation*}
\mathrm{RMSD}=\sqrt{\frac{1}{N} \sum_{\alpha=1}^{N}\left(\mathbf{x}_{\alpha}-\mathbf{x}_{\alpha}^{\prime}\right)^{2}} \tag{55}
\end{equation*}
$$

Here $N$ is the number of atomic positions in the protein, $\mathbf{x}_{\alpha}$ is the position of atom $\alpha$ when the motion is generated using the Christoffel symbol, and $\mathbf{x}_{\alpha}^{\prime}$ is the position of atom $\alpha$ when the motion is generated without it. The calculated RMSD is shown in Fig. 6 during a full period, for an initially undeformed molecule at a $T=300 \mathrm{~K}$, using single modes (a) $i=1$, (b) $i=2$, and (c) $i=3$.


Fig. 5 Plot of the distribution of the initial velocities of the torsions, when only the lowest mode is excited, and molecule is initially undeformed and at a $T=300 \mathrm{~K}$


Fig. 6 RMSD during one period of oscillation, using normal mode frequencies of $\omega_{1}, \omega_{2}$, and $\omega_{3}$. The molecule is initially undeformed and at a $T=300 \mathrm{~K}$

The Torsion Angle RMSD is defined as

$$
\begin{equation*}
\mathrm{TARMSD}=\sqrt{\frac{1}{N_{\phi}} \sum_{i=1}^{N_{\phi}}\left(\phi_{i}-\phi_{i}^{\prime}\right)^{2}} \tag{56}
\end{equation*}
$$



Fig. 7 a Torsion Angle RMSD and b Orientational Angle RMSD during one period of oscillation, using a normal mode frequency of $\omega_{1}$. The molecule is initially undeformed and at a $T=300 \mathrm{~K}$

Here $N_{\phi}$ is the number of torsion angles, $\phi_{i}$ is the torsion angle $i$ when the motion is generated using the Christoffel symbol, and $\phi_{i}^{\prime}$ is the torsion angle $i$ when the motion is generated without it. The Orientational Angle RMSD is defined in a similar fashion, but it only concerns the three orientational angles $\left\{\Theta_{1}, \Theta_{2}, \Theta_{3}\right\}$. The calculated TARMSD and OARMSD values are shown in Fig. 7 during a full period. Values of $a_{1}=\sqrt{2 K_{B} T} / \omega_{1}, b_{1}=0$ and $a_{i}=b_{i}=0$ for $i \neq 1$ were used with $T=300 \mathrm{~K}$. Again the difference in the dynamical behavior is neglible.

It can be interfered from these graphs that although the detailed dynamics with and without the Christoffel symbol differs, such differences depends crucially on the amplitude. For illustrative modes of Fig. 6, maximal divergences found at maximal


Fig. 8 Total energy $E=T+V$, calculated directly from the trajectories of the atoms, when a the lowest b the two lowest vibrational normal modes are excited. The molecule is initially undeformed and at a $T=300 \mathrm{~K}$
sinus amplitudes ( $\pi / 2$ and $3 \pi / 2$ ) were around $30 \times 10^{-3} \AA$, so the difference in this case is rather small. Similar observations can be made by looking to torsional and rotational space (Fig. 7), where the difference of the detailed dynamics with and without the Christoffel symbol is small.

The total energy $E$ and the magnitude $|\mathbf{1}|$ of the total internal angular momentum $\mathbf{l}=\sum_{\alpha} m_{\alpha} \mathbf{y}_{\alpha} \times \dot{\mathbf{y}}_{\alpha}\left(\right.$ where $\left.\mathbf{y}_{\alpha}=\mathbf{x}_{\alpha}-\mathbf{X}\right)$ are plotted in Figs. 8 and 9, respectively. Both quantities are calculated directly from the trajectories of the atoms and two cases are depicted: (a) the lowest and (b) the two lowest vibrational normal modes are excited (the molecule is again in $T=300 \mathrm{~K}$ and initially at a undeformed state, i.e., $b_{i}=0$


Fig. 9 Magnitude $|\mathbf{I}|$ of the total internal angular momentum $\mathbf{I}=\sum_{\alpha} m_{\alpha} \mathbf{y}_{\alpha} \times \dot{\mathbf{y}}_{\alpha}$, calculated directly from the trajectories of the atoms, when $\mathbf{a}$ the lowest $\mathbf{b}$ the two lowest vibrational normal modes are excited. The molecule is initially undeformed and at a $T=300 \mathrm{~K}$
for all $i$ ). As can be clearly seen, both quantities vary during the period of the normal motion, but the scale of variation is small. Omitting the Christoffel symbols in the original equation of motion results in less variation in of $E$ (which is almost constant over the trajectories obtained as a solution to the NMA calculation) than including them. On the other hand, keeping the Christoffel symbols in the original equation of motion results in less variation in $|\mathbf{l}|$ than omitting them.

Finally, we compare the trajectories produced by the curvilinear normal mode calculation to those produced as a result of the linearized version pioneered by Wilson
et al. in the 1930s, and later popularized by Go et al. for the modeling of the motions of large biomolecules. The eigenvalues (frequencies) and eigenvectors in the linear and curvilinear NMA calculation are identical, but the trajectories produced by these two approaches differ. This is due to the fact that the shape coordinates $\left\{\bar{s}_{i}\right\}$ in linear NMA are not equal to their geometrically defined counterparts $\left\{s_{i}\right\}$ in the curvilinear NMA. One measure of the deviation of the trajectories resulted as the solution to curvilinear NMA and linear NMA is the root-mean-square deviation of the corresponding displacements

$$
\begin{equation*}
\mathrm{DRMSD}=\sqrt{\frac{1}{N} \sum_{\alpha=1}^{N}\left(\mathbf{d}_{\alpha}-\overline{\mathbf{d}}_{\alpha}\right)^{2}} \tag{57}
\end{equation*}
$$

along, say one period of the lowest vibrational normal mode. DRMSD is obviously equal to the root-mean-square deviation of the atomic positions, as $\mathbf{c}_{\alpha}^{\prime}$ is the same in the both cases. In the above equation, $\mathbf{d}_{\alpha}$ is the displacement resulted by the curvilinear NMA calculation, and

$$
\begin{equation*}
\overline{\mathbf{d}}_{\alpha}=\sum_{i j=1}^{N_{\mathrm{s}}} \xi_{s_{i}}^{(\alpha)} A_{\Delta s_{i} Q_{j}} Q_{j} \tag{58}
\end{equation*}
$$

is the displacement resulted from the corresponding linear NMA when the Christoffel symbols are omitted from the equations of motion (and $\boldsymbol{\xi}_{s_{i}}^{(\alpha)}=\partial \mathbf{x}_{\alpha} /\left.\partial s_{i}\right|_{e}$ is the reference value of the tangent vector associated with the particle $\alpha$ and curvilinear shape coordinate $s_{i}$ at the time $t$ ). See Appendix D for instructions how to evaluate the reference values of tangents and displacements in practice. As can be seen from Fig. 10, the trajectories resulted from linear NMA calculation for our particular test system deviate slightly from the trajectories obtained as a result of the corresponding curvilinear NMA calculation. The choice of using linear NMA instead of curvilinear one alters the resulting trajectories by a factor 1.3 more than the exclusion of the Christoffel symbols from the curvilinear calculation. A short review of the Lagrangian linear NMA, in which the relevant key features are clarified, and some new proofs are derived is given in Appendix C.

## 8 Conclusion

We have presented a more general alternative to the commonly used Eckart-frame NMA. Here, the orientational degrees of freedom must be included to obtain valid eigenfrequencies from Eq. (18), as shown in Table 1. Although the detailed dynamics with and without the Christoffel symbol is initially the same, differences appeared when moving along the modal curvilinear coordinates. We have also shown that the trajectories obtained as solution to NMA calculation (both in the absence and presence of the Christoffel symbol in the equations of motion), do not keep the total energy or the total angular momentum constant.


Fig. 10 The root-mean-square deviation of the nuclear displacements resulting from linear v.s. curvilinear normal mode calculation (without the Christoffel symbol). Only the lowest mode is excited. The molecule is initially undeformed and at a $T=300 \mathrm{~K}$

The theory is also compared to the linearized version popularized by Wilson et al. in the 1930s, and later popularized and improved by Go et al. for the modeling of the motions of large biomolecules. Although the eigenvalues (frequencies) and eigenvectors produced by the linear and curvilinear NMA calculation are identical, the trajectories produced by these two approaches differ. This is due to the fact that the shape coordinates in linear NMA are not equal to their geometrically defined counterparts in the curvilinear NMA.
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## A Normalization of A

Each of the first $j=1,2, \ldots, N_{\mathrm{s}}$ columns (i.e., the eigenvectors of $\mathrm{g}_{0}^{-1} \mathrm{f}$ associated with the non-zero eigenvalues) of A can be multiplied by some non-zero real without affecting the eigenvalue equation-The resulting new $A$ is still a solution to Eq. (17). Now, for any choice of A, we have

$$
\mathrm{A}^{T} \mathrm{~g}_{0} \mathrm{~A}=\left[\begin{array}{cccc|ccc}
\mu_{1} & 0 & \ldots & 0 & 0 & 0 & 0  \tag{59}\\
0 & \mu_{2} & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & \mu_{N_{\mathrm{s}}} & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & \star & \star & \star \\
0 & 0 & 0 & 0 & \star & \star & \star \\
0 & 0 & 0 & 0 & \star & \star & \star
\end{array}\right]
$$

where $\mu_{i}>0$, and the $\star$ indicates again a possibly non-zero entry. In order to properly normalize A , we first divide its first $j=1,2, \ldots, N_{\mathrm{s}}$ columns by $\sqrt{\mu_{j}}$, i.e., set

$$
\begin{equation*}
A_{i j} \rightarrow \frac{A_{i j}}{\sqrt{\mu_{j}}} \tag{60}
\end{equation*}
$$

for $i=1,2, \ldots, N_{\mathrm{s}}+3$ and $j=1,2, \ldots, N_{\mathrm{s}}$. This guarantees that

$$
\mathrm{A}^{T} \mathrm{~g}_{0} \mathrm{~A}=\left[\begin{array}{cccc|ccc}
1 & 0 & \ldots & 0 & 0 & 0 & 0  \tag{61}\\
0 & 1 & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & \star & \star & \star \\
0 & 0 & 0 & 0 & \star & \star & \star \\
0 & 0 & 0 & 0 & \star & \star & \star
\end{array}\right]
$$

The lower right $3 \times 3$ sub-block of $A$ is then substituted by

$$
\begin{equation*}
A_{i j} \rightarrow \Upsilon_{i-N_{\mathrm{s}}, j-N_{\mathrm{s}}} \tag{62}
\end{equation*}
$$

where $i, j=N_{\mathrm{s}}+1, N_{\mathrm{s}}+2, N_{\mathrm{s}}+3$, and the $3 \times 3$ matrix $\Upsilon$ is determined from

$$
\Upsilon^{T} \mathrm{~g}_{0}^{(\mathrm{rot})} \Upsilon=\left[\begin{array}{lll}
1 & 0 & 0  \tag{63}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

i.e., the $j$ th column of $\Upsilon$ is the $j$ th eigenvector of the symmetric matrix

$$
g_{0}^{(\mathrm{rot})}=\left[\left.\begin{array}{lll}
g_{\Theta_{1} \Theta_{1}} & g_{\Theta_{1} \Theta_{2}} & g_{\Theta_{1} \Theta_{3}}  \tag{64}\\
g_{\Theta_{1} \Theta_{2}} & g_{\Theta_{2} \Theta_{2}} & g_{\Theta_{2} \Theta_{3}} \\
g_{\Theta_{1} \Theta_{3}} & g_{\Theta_{2} \Theta_{3}} & g_{\Theta_{3} \Theta_{3}}
\end{array}\right|_{\left\{\left\{s_{i}^{(e)}\right\},\left\{\Theta_{i} l_{0}\right\}\right\}}\right.
$$

divided by the square root of the respective eigenvalue.

## B Initial conditions

Let $q_{i}\left(t_{0}\right)$ and $\dot{q}_{i}\left(t_{0}\right)$ be the initial conditions at time $t=t_{0}$. The constants $a_{j}, b_{j}$ can be solved from the initial conditions

$$
\begin{equation*}
q_{i}\left(t_{0}\right)=\left(\sum_{r} b_{r} A_{i r}\right)+\sum_{j, k} B_{i j k}\left(\sum_{s} b_{s} A_{j s}\right)\left(\sum_{u} b_{u} A_{k u}\right) . \tag{65}
\end{equation*}
$$

Multiplying with $A_{w i}^{-1}$ and summing over $i$ gives

$$
\begin{equation*}
b_{w}=\sum_{i} A_{w i}^{-1} q_{i}\left(t_{0}\right)-\sum_{i, j, k} A_{w i}^{-1} B_{i j k}\left(\sum_{s} b_{s} A_{j s}\right)\left(\sum_{u} b_{u} A_{k u}\right) . \tag{66}
\end{equation*}
$$

Iterative solution gives $b_{r}$ for all $r$. A similar treatment for the initial velocities reveals that the coefficients $a_{r}$ can be obtained by iterative solution of

$$
\begin{align*}
\omega_{w} a_{w}= & \sum_{i} A_{w i}^{-1} \dot{q}_{i}\left(t_{0}\right)-\sum_{i, j, k} A_{w i}^{-1} B_{i j k}\left(\sum_{s} \omega_{s} a_{s} A_{j s}\right)\left(\sum_{u} b_{u} A_{k u}\right) \\
& -\sum_{i, j, k} A_{w i}^{-1} B_{i j k}\left(\sum_{s} b_{s} A_{j s}\right)\left(\sum_{u} \omega_{u} a_{u} A_{k u}\right) . \tag{67}
\end{align*}
$$

using the known coefficients $b_{u}$.

## C Linear NMA

Here we shortly review the older approach to normal modes, first developed by Wilson and co-workers [1,26] and later popularized and improved by Go et al. for large biomolecules [10]. We clearly point out what are the actual approximations in that approach, and how the omission of the rotational degrees of freedom affects the solutions of the normal mode equations. So far, this problematics has been almost completely neglected in the existing literature. The treatment is throughly based on Lagrangian formulation.

## C. 1 Linearized shape coordinates

It is not the curvilinear shape coordinates, which were used in the classical work of Wilson and co-workers [1], but instead their linearized counterparts. The linearized counterpart $\bar{s}_{i}$ of the curvilinear shape coordinate $s_{i}$ is defined by [36]

$$
\begin{equation*}
\Delta \bar{s}_{i}\left(\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots\right)=\sum_{\alpha=1}^{N} \mathbf{d}_{\alpha} \cdot \boldsymbol{\xi}_{\alpha}^{\left(s_{i}\right)} \tag{68}
\end{equation*}
$$

where $\Delta \bar{s}_{i}=\bar{s}_{i}-\bar{s}_{i}^{(e)}=\bar{s}_{i}-s_{i}^{(e)}$, and

$$
\begin{equation*}
\xi_{\alpha}^{\left(s_{i}\right)}=\left.\nabla_{\mathbf{x}_{\alpha}} s_{i}\right|_{e} \tag{69}
\end{equation*}
$$

is the value of the vector derivative $\nabla_{\mathbf{x}_{\alpha}} s_{i}$ evaluated at the instantaneous moving reference conformation $\mathbf{y}_{1}=\mathbf{c}_{1}^{\prime}, \mathbf{y}_{2}=\mathbf{c}_{2}^{\prime}, \ldots$. It must be emphasized that although $\bar{s}_{i}^{(e)}=s_{i}^{(e)}$, in general $\bar{s}_{i}$ is a different coordinate than $s_{i}$, and its value need not
be equal to that of $s_{i}$ in any other conformation besides in the reference conformation. Also, the types of motion that $\bar{s}_{i}$ and $s_{i}$ describe are generally different-For example, a change in linearized bond-angle induces also a change in bond lengths (this is often accounted by saying that the linearized bond-angle possesses stretching characteristics), where as changing the corresponding curvilinear bond-angle does not alter the lengths of the bonds spanning the angle. Also, as surprising as it is, the explicit relations $\bar{s}_{i}=f_{i}\left(s_{1}, s_{2}, \ldots\right)$ depend implicitly on the choice of the bodyframe $\left\{\mathbf{u}_{1}^{\prime}, \mathbf{u}_{2}^{\prime}, \mathbf{u}_{3}^{\prime}\right\}$-Changing the body-frame also generally changes these relations (see Ref. [36]; Incidentally, this is also what Eckart states, although in a slightly different form, in the first page of his article).

## C. 2 Displacements

The nuclear displacement $\mathbf{d}_{\alpha}$ is related linearly (around the moving reference position $\mathbf{c}_{\alpha}^{\prime}$ ) to the changes in the linearized shape coordinates. Mathematically,

$$
\begin{equation*}
\mathbf{d}_{\alpha}=\sum_{i=1}^{3 N-6} \boldsymbol{\xi}_{s_{i}}^{(\alpha)} \Delta \bar{s}_{i} \tag{70}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\xi}_{s_{i}}^{(\alpha)}=\left.\frac{\partial \mathbf{d}_{\alpha}}{\partial s_{i}}\right|_{e}=\left.\frac{\partial \mathbf{y}_{\alpha}}{\partial s_{i}}\right|_{e}=\left.\frac{\partial \mathbf{x}_{\alpha}}{\partial s_{i}}\right|_{e} \tag{71}
\end{equation*}
$$

is the instantaneous reference value of the tangent vector associated with the particle $\alpha$ and coordinate $s_{i}$ at the time $t$ [36]. Notice that the second last equality follows from the fact that $\mathbf{c}_{\alpha}^{\prime}$ does not depend on the shape coordinates, and the last equality follows from the fact that the center of mass $\mathbf{X}$ does not depend on the shape coordinates. Notice also that the reference value of a tangent vector is not generally equal to its initial value (this rather obvious fact is often blurred in the older presentations, which are restricted to "infinitesimal" rotations and vibrations, and which seem to take it granted that the molecule is initially at the undeformed state).

## C. 3 Hessian

In order to obtain insight to the effects of changing the body-frame, it is best to start with thecurvilinear shape coordinates, instead of their linearized counterparts. For one thing, any potential $V$ is always a function of the curvilinear shape coordinates, and it does not depend on rotational coordinates. Hence, the Hessian $f_{i j}$ in curvilinear shape coordinates $\left\{s_{i}\right\}$ is related by its counterpart $\bar{f}_{i j}$ in linearized shape coordinates $\left\{\bar{s}_{i}\right\}$ by

$$
\begin{align*}
f_{i j} & =\left.\frac{\partial^{2} V}{\partial s_{i} \partial s_{j}}\right|_{e}=\left.\sum_{k l}\left(\frac{\partial^{2} V}{\partial \bar{s}_{k} \partial \bar{s}_{l}} \frac{\partial \bar{s}_{k}}{\partial s_{i}} \frac{\partial \bar{s}_{l}}{\partial s_{j}}+\frac{\partial V}{\partial \bar{s}_{k}} \frac{\partial^{2} \bar{s}_{k}}{\partial s_{i} \partial s_{j}}\right)\right|_{e} \\
& =\left.\sum_{k l} \frac{\partial^{2} V}{\partial \bar{s}_{k} \partial \bar{s}_{l}} \frac{\partial \bar{s}_{k}}{\partial s_{i}} \frac{\partial \bar{s}_{l}}{\partial s_{j}}\right|_{e}=\sum_{k l} \bar{f}_{k l} \frac{\partial \bar{s}_{k}}{\partial s_{i}} \frac{\partial \bar{s}_{l}}{\partial s_{j}} \tag{72}
\end{align*}
$$

Because it is true for any choice of the body-frame that

$$
\begin{equation*}
\left.\frac{\partial \bar{s}_{i}}{\partial s_{j}}\right|_{e}=\delta_{i j} \tag{73}
\end{equation*}
$$

(this is the consequence of the definition in Eq. (68), See Ref. [36], page 044319-8), it follows that

$$
\begin{equation*}
f_{i j}=\bar{f}_{i j} \tag{74}
\end{equation*}
$$

i.e., the Hessian in a set of curvilinear shape coordinates is identical with that in their linearized counterparts.

## C. 4 Metric tensor

Because $\boldsymbol{\xi}_{s_{i}}^{(\alpha)} \cdot \boldsymbol{\xi}_{s_{j}}^{(\alpha)}$ are constant, it also follows that the "vibrational" elements of the covariant metric tensor,

$$
\begin{equation*}
g_{\bar{s}_{i} \bar{s}_{j}}=\sum_{\alpha}^{N} m_{\alpha} \boldsymbol{\xi}_{s_{i}}^{(\alpha)} \cdot \boldsymbol{\xi}_{s_{j}}^{(\alpha)} \tag{75}
\end{equation*}
$$

are constants, when the linearized shape coordinates are utilized. However, the Coriolis elements

$$
\begin{equation*}
g_{\bar{s}_{i} \Theta_{j}}=\sum_{\alpha}^{N} m_{\alpha} \boldsymbol{\xi}_{s_{i}}^{(\alpha)} \cdot \frac{\partial \mathbf{x}_{\alpha}}{\partial \Theta_{j}} \tag{76}
\end{equation*}
$$

generally are not (they may depend on the shape coordinates $\left\{\bar{s}_{1}, \bar{s}_{2}, \ldots\right\}$ ). As a consequence, the use of Eckart axes eliminate Coriolis terms only in the reference conformation, and not in an arbitrary conformation.

## C. 5 Christoffel symbol

While the Christoffel symbols

$$
\begin{equation*}
\Gamma_{\bar{s}_{i} \bar{s}_{j} \bar{s}_{k}}=\left.\sum_{\alpha}^{N} m_{\alpha} \frac{\partial \mathbf{y}_{\alpha}}{\partial s_{i}}\right|_{e} \cdot\left[\frac{\partial}{\partial \bar{s}_{j}}\left(\left.\frac{\partial \mathbf{y}_{\alpha}}{\partial s_{k}}\right|_{e}\right)\right] \tag{77}
\end{equation*}
$$

containing only the vibrational degrees of freedom vanish identically, those

$$
\begin{equation*}
\Gamma_{\bar{s}_{i} \Theta_{j} \bar{s}_{k}}=\left.\sum_{\alpha}^{N} m_{\alpha} \frac{\partial \mathbf{y}_{\alpha}}{\partial s_{i}}\right|_{e} \cdot\left[\frac{\partial}{\partial \Theta_{j}}\left(\left.\frac{\partial \mathbf{y}_{\alpha}}{\partial s_{k}}\right|_{e}\right)\right] \tag{78}
\end{equation*}
$$

which connect two vibrational, and one rotational degrees of freedom do not necessarily vanish.

## C. 6 Normal mode calculation

The eigenvalue problem is again that of Eq. (17). As we have seen, the Hessian is the same as in the corresponding curvilinear case. The reference value of the metric tensor $g$ associated with the three orientational angles $\left\{\Theta_{i}\right\}$ and the active linearized shape coordinates is also the same as that in the curvilinear case. Hence, the eigenvalues (frequencies) and eigenvectors produced by the linear and curvilinear NMA calculation are identical.

Also, as in the curvilinear case, the total momentum $\mathbf{P}$ is conserved, but the total energy $E$ and the total angular momentum $\mathbf{L}$ are not (now the variable Coriolis elements cause this non-constancy).

## D Numerical evaluation of trajectories and displacements

In order to evaluate trajectories, we must be able to numerically evaluate the nuclear position $\mathbf{x}_{\alpha}\left(t_{n}\right)$ at the time $t=t_{n}$. As a first step, the values of $\left\{\Theta_{1}\left(t_{n}\right)\right.$, $\left.\Theta_{2}\left(t_{n}\right), \Theta_{3}\left(t_{n}\right)\right\}$ and $\left\{s_{i}\left(t_{n}\right)\right\}$ are calculated from the solution of the curvilinear NMA calculation.

## D. 1 Displacements at the time $t=t_{n}$, curvilinear NMA

The atomic trajectories $\left\{\mathbf{x}_{\alpha}\left(t_{n}\right)\right\}$ at the time $t=t_{n}$ are calculated through the recursive method previously developed in Refs. [34] (algorithm 2 in that reference). The internal position is given by $\mathbf{y}_{\alpha}=\mathbf{x}_{\alpha}-\mathbf{X}$. The value of the reference positions $\left\{\mathbf{c}_{\alpha}^{\prime}\left(t_{n}\right)\right\}$ at the time $t=t_{n}$ can be calculated using the same procedure by setting $s_{i}=s_{i}^{(e)}$ and $\left\{\Theta_{1}, \Theta_{2}, \Theta_{3}\right\}=\left\{\Theta_{1}\left(t_{n}\right), \Theta_{2}\left(t_{n}\right), \Theta_{3}\left(t_{n}\right)\right\}$, i.e.,

$$
\begin{equation*}
\mathbf{c}_{\alpha}^{\prime}\left(t_{n}\right)=\mathbf{y}_{\alpha}\left(\left\{s_{i}^{(e)}\right\}, \Theta_{1}\left(t_{n}\right), \Theta_{2}\left(t_{n}\right), \Theta_{3}\left(t_{n}\right)\right) \tag{79}
\end{equation*}
$$

Once the nuclear positions $\left\{\mathbf{y}_{\alpha}\right\}_{n}$ and their reference positions $\left\{\mathbf{c}_{\alpha}^{\prime}\right\}_{n}$ have been calculated at the time $t=t_{n}$, the displacements are given by

$$
\begin{equation*}
\mathbf{d}_{\alpha}\left(t_{n}\right)=\mathbf{y}_{\alpha}\left(t_{n}\right)-\mathbf{c}_{\alpha}^{\prime}\left(t_{n}\right) \tag{80}
\end{equation*}
$$

## D. 2 Displacements at the time $t=t_{n}$, linear NMA

In the linear NMA the displacements are given by Eq. (58). In order to utilize that equation, the reference value of the tangents at the time $t=t_{n}$ need to be evaluated. They are obtained easily by setting $s_{i}=s_{i}^{(e)}$ and $\left\{\Theta_{1}, \Theta_{2}, \Theta_{3}\right\}=\left\{\Theta_{1}\left(t_{n}\right), \Theta_{2}\left(t_{n}\right), \Theta_{3}\left(t_{n}\right)\right\}$ to Eq. (9) in Ref. [35], i.e.,

$$
\begin{equation*}
\boldsymbol{\xi}_{s_{i}}^{(\alpha)}\left(t_{n}\right)=\frac{\partial \mathbf{x}_{\alpha}}{\partial s_{i}}\left(\left\{s_{i}^{(e)}\right\}, \Theta_{1}\left(t_{n}\right), \Theta_{2}\left(t_{n}\right), \Theta_{3}\left(t_{n}\right)\right) \tag{81}
\end{equation*}
$$
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[^1]:    ${ }^{1}$ Given the initial values of the coordinates $\left\{q_{i}\right\}$ and the corresponding velocities $\left\{\dot{q}_{i}\right\}$, the appropriate constants $\left\{a_{j}, b_{j}\right\}$ can be evaluated by the procedure explained in detail in Appendix B (or vice versa, the appropriate initial values can be calculated from the given coefficients).

[^2]:    ${ }^{2}$ For now on, $h_{0}$ or $\left.h\right|_{0}$ refers to the value of a quantity $h$, when the rotational angles are set to their initial value, and the shape coordinates are fixed to their reference values.

